
MATH 661 Optimization LMonday 16 Sept
,

-

· Assignment #2 due Wednesday 18 September

As + #3 due Monday 23 September· signmen-
I make sure you have version

z
· today :

special , short a synchronous

lecture on Taylorseries

nvariables (section 2. 6)



F: /R>ITaylorseries let . )itvariable or f:FCRt
given : function f and basepoint R

If needs to be defined and differentiable

an an interval around XoI
- each in A

&

Taylorenes : f(x = f(xd)+ f(x)p +Ef "(x0)ph
+.. +Hf(x)pk +...

kth Taylor polynomial : (p) = f(x)+ f'(xo)p +Et "(o)p2
- Ok-

+... f()(x0) pY

[aual : f(xo+b) =+(x0)+ ((x0)p+ ...+ tf(x)pY]



Ex: find Taylor series and 4th Taylor
polynomial for f(x) =1x using base point Xo=

&In : f(x) = lux ++p) = 0 + 1 : b +y -()p2

f() = Y =x + 12 p3
-2 4

f"(x) = - X
-3

+t(1) 3 ! ↑
f"(x) = + 2x

-4 + 55(+14 ! 44
f((x) = - 3 .2x

-5 +....

f((x) = + 4 .3.2xt: k
k-1

↳21 : f(k)(x)=(1)(-1 ! x
-k + --



So :

p-+ -



ideas : the Taylor series may only converge if

p is not too large ("radius of convergence")

② the Taylor series may not equal
the original function has R=1

:h=
:

f(x)=So ,
x =0

3 Xo=0

e-vx2
, X
+0)

then the sores is ofoptopo dont but
e



· observe where I used
"

=
"
versus""

on previous slides ... be careful this way

please !

· sometimes you want Taylor's theorem :

f(xo+p) f(x)+ f(x)p +.. o+m+ (x)pk
X
yes" if (H)(3) pk

+ 1

here
where 5 is T remainderfermsome -

number betweenXo and Xo+P
3

#Yotp >X



· in optimization the uses of Taylor stuff
are often just the linear or quadratic
approximations :

f(xotp)xol+ f(x)p linear approx.

=g , (p)

f(xo+P) = f(x) + f(x)0 + E+ "(x)p2
-

82(p) quadratic approx
.

& but We want these in 1Rh !-
-



Taylor series inn variables
, but only out
-

to 2nd order

Schn open
-

f : StIR is continuous and all its↓

derivatives are continuous

XotS

then PER :

f(xo+4) = f (x) + 4+(x0)
+

p + = pixf(x)P

too n
variables it is

not

We inar linitially) what this is



Wedon't care about higher order:

all ons optimization uses of Taylor in

n variables will be gradient
T

f(xo +p) = f(x) + P

or
linear approx.

f(xo+P)= f(x) + +p +E P

quadratic approx fession



Ex: Find the first 3 terms of the asked

Taylor series for just

f(x) = 3x
,
4
- X

, xz
+5x ,Xz live

use
&

at the point x= <k 1T.

2
+ 23 6 . 4

Evaluate the series for p= (0. 1, -0 . 1)
T

and compare with the value

of f(xo +p) .
of

corrected on
nex

duS
two slides



Solution : f(x)= 3x,4- X , xz+5x ,xz+ 2 n=2

Nf(x) =-[

& De =[0x(
+ + 10x=10 X

I, 1T so : f(x) X+(x)P I pTL"f(dP

f(xo+ p) = 9+2169)[] + t(p,Pi[9][]



= 9 + 16p , + 9pz + 18p ,
2
+ 9p, pz +5p

and with p= 0. 1, -0. 1T: Tquadratic in peR
2

G2(p) = 9 .84 Df(xo+p) = 9 .8573
-
Matlab in support of above

:

7) f = &(x)3xx(1)14 - x(1)*x(z)
+5xX(1)*x(2)12 +2;

-> g =e(p)9 +16 xp(1)+ 9 xp(z)+ 18 xp(1)12+9A p()*p(z)
+ 5xp(2)12 ;

3) f((1 . 1 , 0.93) = 9 , 8573
3) g([0 . 1, -0 . 13) = 9. 84



our main use of Taylor ideas:
-

· consider a smooth , unconstramed , generally
not can vex optimization problem-

min f(x)
Xen

· suppose ;Ris our
current iterate

in some optimization algorithm



·then

g(p) = f(xj)+ Mf(x))
+
p

I

is our "Hear model of f near X;

and
h(p) = f(xj) + xf (xj)Tp +1 pTx2f(x)P

is our "quadratic model of f near x,
"

-



· the next step in the optimization

algorithm is

Xj+1 = Xi +B
T

compute this as

min g(p) possibly
P 3 subsettoo

or min h(p) far"
P

constraints


