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Math 661 Optimization (Bueler) Friday, 28 October 2022

Midterm Exam

In class. No book. No calculator. 1/2 sheet of notes allowed.
(100 points possible)

1. Consider Newton’s method to solve the scalar equation f(x) = 0.

(a) (8 pts) Draw and label a sketch of one step of Newton’s method. In particular, your graph

should show y = f(x) as a generic curve, then an iterate xk, and then show (graphically) how the

next iterate xk+1 is determined.

(b) (5 pts) Do one step of Newton’s method to solve the equation x3 � x + 1 = 0, starting at

x0 = 1. That is, compute x1.
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2. Let f(x) = 4x3x2 + x2

3
+ x2 � 2x2

1
for x 2 R3

.

(a) (4 pts) Compute the gradient and Hessian of f at xk = (�1, 1, 1)> 2 R3
.

(b) (4 pts) Does f(x) have any stationary points? If so, find them.

(c) (4 pts) Find all the local minima x⇤ of f , or explain why none exist. Justify your answer using

appropriate 1st- or 2nd-order necessary or su�cient conditions.

(d) (4 pts) Is p = (�2, 1, 0)> a descent direction for f at xk from part (a)?

<+*= (sIz] 3=*** = (**
*** ] =-*
*f(xx) = 0

t yes-

E
-4x1F G =YLs***Coy saltma4x3+1=0

4x2+2x3=0 x3
= -Y
-

H= D2f(x) is constant, it is not positive definite
-

or positive semi-definite because hi=-4

So end-order necessary condition

shows (single) stationary point is not a

local min. There are no local minima

x8xTp = (4,5,$0) = 8 +5+0 =-3<0
so yep is a descent directin
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3. Consider the optimization problem

minimize f(x) = exp(x4

1
+ x2

2
)� x4

1
+ sin(x1x2x3)

subject to 2x1 � 2x2 + x3 = �1

x1 + 4x2 � �3

7x2 � 5x3 � �1

(a) (4 pts) Is x = (�2, 0, 3)> feasible?

(b) (4 pts) Considering both equality and inequality constraints, which constraints are active and

which are inactive at x = (1, 3, 3)>?

Extra Credit. (3 pts) For x 2 Rn
, completely solve the standard-form linear programming

problem when there are no equality constraints:

minimize c>x
subject to x � 0

-4-0f3=-1 v

no (3rd constant
-2+02.3 v

not satisfied)
-0-152-1X

X is feasible: since both inequalities
2-6+3 =-1v are strict at X, only
1 + 12E-32 the equality content active
21-154-12 while

quality constraints are inactive
-
-

daims: O if any entry in a
is negative (=20

no

then the problem is un bounded in optima

[cix can be as negative as
desired)

&If Ciz0 for all I then x20 is

an optimum; other optima where xisoif cizO
-

③ if ciso forall the xz0 is the

unique optimum
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4. (10 pts) Consider general minimization problems of the form

minimize f(x)

subject to a>j x = bj for j 2 E
a>j x � bj for j 2 I

for given vectors aj 2 Rn
and scalars bj.

Suppose x̄ is a point in the feasible set. Let Î be the set of indices j 2 I where the inequality

constraint a>j x � bj is active at x̄. Show that if a>j p = 0 for all j 2 E , and if a>j p � 0 for all j 2 Î,
then p is a feasible direction.

Rof: Recall p is a feasible direction at T

if <t<p is feasible for all sufficiently small

ax0.For ie3, a(x+cp) = ax+casp
= bi+20 = b;

so xtcp
satisfies equality constraints.

For sef, as (x+cp) =aTx+cajpEbito
so if inequality constraints still hold for any ax0.

For jelly, as(x+cp)=ax +cate
> bitdasp. This value is nonnegative if

either so or ifof
Sall constraints hold if <xo is

sufficiently small. D
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5. (5 pts) Given a matrix A 2 Rn⇥n
, define what it means for A to be positive definite.

6. (a) (4 pts) Define convex set (for a subset S of Rn
).

(b) (4 pts) Define convex function (for a scalar valued function f(x)).

7. (5 pts) For a linear programming problem in standard form, define basic feasible solution.

XTAX20 for all XER
"

and
-

*Ax30 for x 10

if xsyES and 01d 1) then

a x + (1-2) y cS.

fig- I is cavex if 5 is convex

and if x, y ES and 01Cz)

implies -(xx+ (1-2) y) [Cf+ (1-2) fly).

Sor min cx a vector X
S.t. Ax= b S

x2'o

is a basic feasible solution if Axtb, x20,

and columns of A corresponding to XO

are linearly-independent
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8. (a) (6 pts) Sketch the feasible set for the following linear programming problem:

minimize z = 3x1 � 9x2

subject to 5x1 + 2x2  30

3x1 � x2 � �4

x1 � 0, x2 � 0

(b) (6 pts) Convert the problem in (a) to standard form.

MX2

5x52y230 :
3=
15-Ex

-x ty
14

y24
+34

15-Ex= 4734

11: BE) x=* If
x= =T y

= 10

min 3x1-9x2 +0x3 +0x4

5to 5x1+2x2+x3 =35

-3x1 + Xz + x4 = 4

x120,x220, x320,x420

in=E;: 9,6=/79,2 9
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(c) (8 pts) Let x be the basic feasible solution to the standard-form problem, as computed in 8(b),
for which x1 = 0 and x2 = 0. Use the template to complete one iteration of the (reduced) simplex

method. At the bottom, fill in the basic and non-basic variables (indices) at the completion of

this first iteration.

B =
n o

, B =

2

664

3

775 , cB =

2

664

3

775 , BxB = b =) xB = b̂ =

2

664

3

775

N =
n o

, N =

2

664

3

775 , cN =

2

664

3

775

B>y = cB =) y =

2

664

3

775 =) ĉN = cN �N>y =

2

664

3

775

ĉN � 0?: stop with optimum ĉN

index of
!
min

t = ! BÂt = At =) Ât =

2

64
â1,t
...

âm,t

3

75 =

2

664

3

775

Ât  0?: stop, unbounded
n

b̂i
âi,t

o
=
n o index of

!
min over âi,t > 0

s =

result: B =
�  

, N =
�  

I g O 38

3 4 O O 4

5I 3

1,2 -3 I ~9
= E]-N:]

8

IO

* 2 ?
E8 4

3,2 1,4
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9. (5 pts) Given a linear programming problem in standard form

minimize z = c>x
subject to Ax = b

x � 0.

What is the dual problem?

10. (10 pts) Prove: Theorem. Let x⇤ be a local minimizer of a convex optimization problem.
Then x⇤ is also a global minimizer.

Proof.

maximize by
S.t.

Aty2 C

Suppose xis not a global minimizers
with**

so there is a sensible yes so that fly) <fNA).
I

Let OCal. Since 5 is convex,

Xxt xCy -x = (-@x+Ly ES is also

feasible. But since of is convex,

&(Craxx+xy) & (FDA) +fly)

< (107x*) +@f/xx)
= f/**).

We can choose 230 so that **+C(-**:z
is as close to xx as desired, but f)<f(x).
Thus x is not a local minimizer. By contradiction,
xis a global minimizer. B


